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Abstract

In our previous work, we developed a virtual colonoscopy system on a high-end 16-processor SGI

Challenge with an expensive hardware graphics accelerator. The goal of this work is to port the system

to a low cost PC in order to increase its availability for mass screening. Recently, Mitsubishi Electric

has developed a volume-rendering PC board, called VolumePro, which includes 128 MB of RAM and

vg500 rendering chip. The vg500 chip, based on Cube-4 technology, can render a 2563 volume at 30

frames per second. High image quality of volume rendering inside the colon is guaranteed by the full

lighting model and 3D interpolation supported by the vg500 chip. However, the VolumePro board is

lacking some features required by our interactive colon navigation. First, VolumePro currently does not

support perspective projection which is paramount for interior colon navigation. Second, the patient

colon data is usually much larger than 2563 and cannot be rendered in real-time. In this paper, we

present our solutions to these problems, including simulated perspective projection and axis aligned

boxing techniques, and demonstrate the high performance of our virtual colonoscopy system on low

cost PCs.
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1 Introduction

Colorectal carcinoma is the third most commonly diagnosed cancer and the second leading cause of death

from cancer in the United States. Often it is diagnosed at an advanced stage, after the patient has developed

symptoms, explaining its high mortality rate [1]. Since most cancers arise from polyps over a 5 to 15 year

period of malignant transformation, screening programs to detect small polyps less than 1 cm in diameter

have been advocated. Optical colonoscopy is the commonly used diagnostic procedure. Unfortunately most

people do not follow this recommendation because of the associated risk, discomfort, and high cost. In order

to dramatically increase the number of people willing to participate in screening programs, e�orts have

been made towards a computer-based screening modality, called 3D virtual colonoscopy, as an alternative

to optical colonoscopy, by employing advanced computer graphics and visualization techniques [2, 3, 4].

The virtual colonoscopy system takes a spiral CT scan of the patient's abdomen after the entire colon

is fully cleansed and distended with room air or CO2. Several hundred high resolution CT images are

rapidly acquired during a single breathhold of about 30-40 seconds, forming a volumetric abdomen data

set. A model of the real colon is then segmented from the abdomen data set. It can be viewed either

by automatic planned navigation following the center-line of the lumen of the colon, providing a general
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overview of the inner colonic surface, or by interactive navigation for a more detailed study of suspicious

regions. In our previous work, we developed such a virtual colonoscopy system on high end 16-processor

SGI Power Challenge with expensive In�nite Reality graphics hardware acceleration [4, 5, 6, 7]. We have

already con�rmed that we can visualize polyps as small as 3 mm, and polyps that have been detected

in optical colonoscopy have also been identi�ed with our virtual colonoscopy. Our work in this paper

is to make our technology easily accessible on a low cost PC (Personal Computer) so as to increase the

availability as a mass screening procedure.

Real-time rendering rates of 10-30 frames per second are critical for an interactive virtual navigation and

detection inside the virtual human colon. We previously proposed and implemented two di�erent real-time

colonic rendering techniques on high-end SGI workstations, respectively using fast surface rendering [4, 5]

and direct volume rendering techniques[6, 7]. Fast surface rendering time was achieved by exploiting the

In�nite Reality graphics hardware accelerator on SGI workstations to display those colon surfaces visible

to the current view. The colon surface was extracted from the colon volumetric data in a preprocessing

stage. Fast direct volume rendering rates were reached by using 16 processors to directly render the colon

images from the original 3D volumetric colon data. Our preliminary experimental results indicated that the

direct volume rendering technique provided more realistic colonic images, exible visualization of interior

structures for polyps and other abnormalities, and shorter preprocessing time. Physicians have con�rmed

that our direct volume rendering images of the human colon are very close to what they observed in optical

colonoscopy. Consequently, when our virtual colonoscopy system is ported and implemented on the low-end

PC, it is critical to maintain the high image quality and rendering speed of our direct volume rendering

techniques.

Mitsubishi Electric has developed a volume-rendering PC board, which supports real-time direct volume

rendering rates, called VolumePro. Currently, the �rst generation VolumePro board from Mitsubishi [8, 9],

which is based on the Cube-4 architecture developed at SUNY at Stony Brook [10], contains a vg500

chip and 128 MB of RAM, allowing an entire colon dataset to �t on one rendering board. We ported

the existing navigation software to Microsoft Windows NT on a PC and utilized the VolumePro board to

perform preliminary quality analysis of the volume rendering system. Note that the vg500 chip can render

500 million samples per second in parallel projection. If one sample is taken per voxel (either 1 byte or 2

bytes) so that no data is missed, then the vg500 chip can render a 2563 volume at 30 frames per second.

Evidently, the current board with vg500 chip cannot render the entire large colon dataset at suÆcient

frame rates.

Our new PC version of virtual colonoscopy has been developed by using Microsoft Visual C++, based

on MFC. Our simulation results indicated that the quality of the images produced by the VolumePro board

was very close to those volume rendering images generated on the SGI workstations. This is because the

VolumePro board supports a full lighting model and complete 3D interpolation. It is worthy to point out

that direct usage of the VolumePro board does not meet our interactive colon navigation requirements.

First, VolumePro currently does not support perspective projection which is paramount for interior colon

navigation. Second, the patient colon data is usually much larger than 2563 (e.g., 5123) and cannot be

rendered in real-time. In this paper, we present our solutions to these problems, including simulated

perspective projection in Section 2 and axis aligned boxing techniques in Section 3, and demonstrate the

high performance of our virtual colonoscopy system on low-cost PCs in Section 4.

2 Uniform Error Perspective Projection

As mentioned earlier, the current version of the VolumePro board does not support perspective projection,

whereas it is a critical requirement for virtual colonoscopy. We simulated the process on the board by

dividing the volume into multiple image-plane-aligned slabs. Each slab is rendered in parallel mode. Then,

the resulting images are used as textures which are mapped onto hexagons appropriately placed in front

the camera. Finally, all the hexagons are alpha-blended from back to front.

A key issue in this method is how to chose the number of slabs and the thickness of each slab. The

naive method is to evenly slice the dataset along the viewing direction resulting in a uniform thickness for

each slab. The number of slabs can either be �xed or variable, depending on the trade-o� between speed

and quality. Generally speaking, the larger the number of slabs, the less error will be introduced by this



method.

In perspective projection, objects at a distance have a smaller 2D projection on the image plane than

objects closer to the eye. Therefore, it is natural to employ an adaptive method[11], where thinner slabs

are used in the front and thicker slabs in the back. We develop the following formula to select the thickness

of slabs and relate them to an error measure.
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Figure 1: Determination of optimal slab numbers and thickness for simulated perspective projection.

Seen in �gure 1, the largest distortion along the X axis between two adjacent slabs Si and Si+1is Xi+1,

which can be used as an error measure for the distortion along the X axis. For each adjacent slab pairs

Si and Si+1, the error is proportional to the thickness of slab i. It is apparent that such an error along Y

should be the proportional to the one along X. Our principle is to make all the projections on the image

plane of Xi be equal to each other, that is, make the distortion uniformly distributed among all slabs.

Therefore, we de�ne the error measurement as follows:

" = the magnitude of the projection of the maximal distortion Xi of adjacent slab pairs in X direction

and Xi = Xj for all 1 � i; j � N where N is the total number of slabs.

Denote the distance from the view point to the apparent near and far plane as near and far, respectively.

Without losing generality, suppose near = 1. Di is the distance from the view point to the near face of

the ith slab. The thickness of the ith slab is Di+1 �Di. Then, we have:� Pn

i=1Xi +Xnear = DnXnear
Xi

"
= Di

1

Where Xnear equals half of the width of the window on the near plane.�
Xi = Di � "Pn

i=1Di" = (Dn � 1)Xnear

Dn" +
Pn�1

i=1 Di" = DnXnear �Xnear

Dn(Xnear � ") =
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i=1Di"+Xnear

Hence

Dn+1 �Dn =
1

Xnear�"
Dn"(

Dn+1 =
Xnear

Xnear�"Dn

D1 =
Xnear

Xnear�"



The solution of this recursion can be expressed explicitly as:

Dn = (
Xnear

Xnear � "
)n (1)

This means, Di; i = 1::N , is a geometric series.

Assume the total number of slabs is N ,then

Far � DN = ( Xnear

Xnear�" )
N

Clearly, we should choose Far = DN : For a given error measure " ,the number of slabs should be:

N =
l
lnFar= ln( Xnear

Xnear�" )
m

After the number of slabs is determined, we can calculate the new error bound "0 as:

"0 = Xnear(1�
1

N
p
Far

)

where

"0 � "

Finally, the thickness of each slab can be derived by the recursion in equation (1). With this method,

our system can automatically determine the smallest number of slabs required by the given error bound,

and optimally (in the sense of the error measurement de�ned in this paper) choose the thickness of slabs.

These parameters are actually determined by the angle-of-view and the depth of the back plane far. Far

is data-dependent and can be determined by a visibility detection algorithm.

3 Rendering with Subvolumes

Direct usage of the Uniform Error Perspective Projection with the full 5123 colon dataset does not provide

interactive navigation due to the multiple passes required. Fortunately, a good feature of colon navigation

is that the camera is located inside the colon most of the time, and thus a large percentage of the data

falls outside of the view-volume. Moreover, we often chose a transfer function so that the colon wall is

opaque. Therefore, when the camera is ying inside the colon, only a small portion of the data is visible.

Consequently, we can divide the dataset into subvolumes and only render the visible portions. Furthermore,

parts of the dataset which do not contain the colon will never be loaded onto the board memory.

In perspective projection, it is diÆcult to composite images of two subvolumes that share a face which

is not parallel to the image plane. Therefore, in our system, any subvolume to be rendered for a certain

image can have only shared faces that are parallel to the image plane.

Owing to the above reasons, we divide the volume dataset uniformly along each axes. Each subvolume

has a 50% overlap with its nearest neighbors in all three directions. The overlapping is because we want

to make sure each rendering taken by VolumePro board is carried out on a single subvolume rather than

requiring the rendition to cross boundaries.

During navigation, the best subvolume is determined according to the position, viewing direction and

angle of view of the camera. Considering the subvolumes as a three dimensional array, we calculate the

indices of the best subvolume in the three dimensions separately since the indices for the di�erent dimension

are irrelevant. That is, for each index, we imagine the subvolumes are just one dimensional.

Assume the size of dataset is N voxels along a certain axis X; the size of subvolumes along the same

axis is M . Then, the dataset is divided into 2 N
M
� 1 subvolumes along X. For a given set of camera

parameters, we �rst �nd the subvolume sv whose center is closest to the x coordinate of the camera. Then

we decide whether the view frustum is completely on one side of the line crossing the center of sv and is

orthogonal to axis X. If not, the best subvolume is sv. Otherwise, choose subvolume sv + 1 or sv � 1

accordingly. For example, in Figure 2, camera geometry 1 will utilize subvolume Sv, camera geometry 2

will use subvolume Sv�1 and camera geometry 3 will use subvolume Sv+1.



S
v

v-1
S

v+1
S

1

3
2

Figure 2: Determination of the best-�tting subvolume for the current view.

The most signi�cant disadvantage of this method is the duplication of data. This method requires up

to 8 times the storage due to the 50% overlap. Therefore, the current version of VolumePro board can only

handle volume data up to 2563.

Furthermore, the subvolume-rendering can be combined with our perspective projection method, since

both of them need to divide the original dataset. The time that the VolumePro board needs to render is

almost proportional to the size of the subvolume being rendered. As a result, the fewer the voxels contained

in subvolumes, the faster the VolumePro board can render.

In our perspective rendering method, each slab is rendered separately. Then, for each slab, we render

the smallest possible volume, which is the smallest axis-aligned bounding box of the intersection of the

view-volume, current slab and current visible box.

4 Experimental Results

Figure 3 is a screen shot of the virtual colonoscopy user interface. The center panel is the navigation

window in the endoscopic view. The left panel provides an outside overview of the colon and the right

panel shows the corresponding sagittal, coronal and transverse slices.

Figure 4 and Figure 5 display the di�erences between choosing slab thicknesses using our uniform error

method and the naive method of uniform slab thickness. In Figure 4, both images are generated with 14

slabs, however the right image shows artifacts (in the white box) where the soft tissue behind the colon

wall is visible in the image. This artifact occurs more frequently in uniform sampling because of the higher

error measure " for some slabs over others. Similarly, Figure 5 shows the increased error for the uniform

thickness method with 16 slabs.

5 Conclusions

In order to increase the availability of our 3D virtual colonoscopy system for mass screening, we implemented

it on a low-cost PC by using the �rst generation real-time volume rendering board, called VolumePro.

We proposed both adaptive perspective projection simulation and colon volume subdivision strategies to

support real-time navigation inside large patient colon data sets with natural internal perspective views.

The high quality images of volume rendering are guaranteed by the full lighting model and complete 3D

interpolation supported by the VolumePro board. As a result of our work, a volume rendering based virtual

colonoscopy system with real-time performance can be widely available to medical practitioners on low-cost

PC.
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