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ABSTRACT

In this paper, an automated registration framework is proposed
to identify the differences between corresponding mammographic
images. The deformation between a pair of mammograms is ap-
proximated based on the matching of corresponding features on two
images. First, a novel technique is employed to match the breast
boundaries, aiming to maximize the mutual information between
their curvature maps. Then, we applyGabor �lters onto the interior
region of breast image, and extract texture-based anisotropic fea-
tures. The registration process is accomplished through the recovery
of the deformation �eld, in which both the positional and orienta-
tional attributes of the landmarks are registered correctly. The pro-
posed technique is evaluated on three pairs of image pairs selected
from MIAS digital mammogram database. The experimental results
show that our method successfully registers corresponding mammo-
grams with little human intervention, and becomes a valuable tool
for effective detection of breast abnormalities.

1. INTRODUCTION

Breast cancer is one of the most common causes for cancer-related
death, with annual mortality of over400; 000 women worldwide.
Taking regular mammographic screening and comparing correspond-
ing mammogram are necessary for early detection of breast cancer,
which is also the key for successful follow-up treatment. However,
the comparative analysis can be dif�cult because of the great vari-
ability in the appearance of mammograms. Therefore, the technique
of registrationis often applied to reduce the spatial disparity between
mammogram pairs during Computer Aided Diagnosis (CAD).

The earliest attempt[1] for mammogram registration typically
assumed rigidity and af�nity of breast deformation. Nevertheless,
due to the elastic nature of the breast, it is much more appropri-
ate to match mammograms using nonrigid models. The warping
techniques based on Thin-plate Spline (TPS)[2] and Cauchy-Navier
Spline (CNS)[?] is widely used to estimate a global nonrigid trans-
formation from local spatial differences between corresponding con-
trol points. Since the accuracy of control points extraction is usually
not trustworthy, the differences between image intensities are often
considered as the matching criterion for better registration[?]. How-
ever, mammogram images are frequently containing excessive disor-
dered texture features, therefore the optimization for intensity-based
registration tends to get trapped in local minima, unlikely to yield
satisfactory results.

In this paper, we present an automated framework for mammo-
graphic registration, which is inspired by the work of [3]. Instead,
we invent a novel method to match breast skin boundaries, and apply
an accurate unwarping technique which matches both the positions

and anisotropic attributes of selected landmarks simultaneously. The
breast region is �rst segmented with the technique proposed in [4],
then the skin contours are smoothed by using cubicB -splines ap-
proximation. To robustly match the corresponding breast boundary
points, we seek an optimal transformation such that the mutual in-
formation given by the curvature functionals of both skin contours is
maximized. Then, the texture-based feature points associated with
orientation attributes are selected from the interior region of breast
images using Gabor �lters, and then matched appropriately across
two images. The extracted feature points can be naturally character-
ized by the way that they are more distinguishable from surrounding
pixels than the others. Finally, we extend the warping technique ini-
tially proposed in [5], in order to integrate both the orientation and
intensity information in our imaging framework for better local reg-
istration.

2. EXTRACTION OF BREAST BOUNDARY

t0

(a) (b) (c)

Fig. 1. (b) shows the breast region (white) segmented from the mam-
mogram image shown in (a). (c) illustrates the histogramH of the
mammogram, where the threshold value denoted byt0 is selected at
the �rst valley left to the maximum histogram value.

Our goal is to obtain the breast boundary by segmenting the
breast region from the mammogram. We use histogram thresholding
technique to distinguish the bright breast region from the dark back-
ground. An example is given in Fig.1, where the indicated threshold
t0 identi�es the pixels left to it as the background, while the others
as the breast region. It's obvious that the success of the segmentation
largely depends on how the threshold valuet0 is chosen. A number
of strategies to decide the histogram threshold can be found in the
literature [6, 7]. In our implementation, we select the thresholdt0

as follows: First, the lowest and highest bins of the histogramH



of the mammogram are purposely discarded since they account for
the background noise. Then,H is further smoothed by applying a
low-pass �lter, e.g. median �lter or mean �lter. After identifying the
maximum histogram valuepb according to the approach proposed
in [4], we choose the thresholdt0 as the �rst valley value left topb.
A example of the segmented breast region using the thresholdt0 is
shown in Fig.1(b).

Since the border of the breast region segmented as above is
rather noisy, we smooth it by sequentially applying a pair of mor-
phological operations,closing and opening. An octagonal-shaped
operator with radius of10 is used to preserve the shape of breast re-
gion and gives the best smoothing result. Then we can extract the
breast skin contour by travelling along the border pixels of the seg-
mented breast region. If the contour is not smooth enough, we will
�lter it by using cubicB -spline approximation method.

3. MATCHING BOUNDARY POINTS
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Fig. 2. A0 , A1 represent the discretized curvature functions ofC0

andC1 . Ah
1 is the curvatures ofC1 after being stretched.

The deformation of breast skin contours determine how the inte-
rior deformation take place to a large degree. Rather than match the
boundary points with the assumption of local linear stretching[3],
we treat the skin contours as nonlinearly stretchable and align the
points on them by maximizing the mutual information between the
corresponding curvature functionals.

Let C0 , C1 represent the corresponding boundary contours, and
c0 , c1 denote their curvature functions, respectively. To facilitate
the registration process,C0 , C1 , c0 and c1 are uniformly param-
eterized to the domain[0; 1], and treated as functionals. We fur-
ther convert the value ofc0 ,c1 into �nite bins [1 : : : M ], thus obtain
their discretized functional representation asA0 andA1 (see Fig.2).
It is obvious that if bothA0 andA1 are considered as one dimen-
sional images, the problem of matching boundary points can be con-
verted to one dimensional registration problem. That is, given the
discretized curvature functionsA0 andA1 , we are asked to �nd an
optimal transformation (or stretching)h : [0; 1] ! [0; 1] such that

h = arg min
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where the stretched curvature function, denoted byAh
1 , is equal to

A1(H (t)) , and the mutual informationMI is:

MI (A0 ; A h
1 ) = �
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in which p0 , p1
h represent the corresponding marginal probabilities

in A0 and Ah
1 , andp01

h denotes the joint probability of(i; j ) be-
tweenA0 andAh

1 . In equation (1), the minimization of the �rst term
MI aims to matching the boundary contours according to the like-
lihood between their curvatures, while the second term discourages
undesirable transformations, which helps to improve the numerical
stability.

To decrease the dimension of the optimization problem stated
in equation (1), we representh by using cubicB -splines approxi-
mation. And the error function is minimized through the gradient
descent method. Note that it's non-trivial to calculate the gradient of
the mutual informationMI because it depends on the discretized bin
values, thus is discontinuous. However, this obstacle can be tackled
by estimatingMI with Parzen windowtechnique, and an ef�cient
method to evaluate the gradient can be found in work documented in
[8].

4. EXTRACTION AND MATCHING OF TEXTURE
FEATURES

In order to recover the local deformation in the interior of the breast
region, it's desirable to extract texture-based features and match them
between corresponding mammograms. Similar to the selector intro-
duced in [3], where the features with rotation and invariant properties
are extracted and steerable �lters are used, we propose to employ Ga-
bor �lters to detect those features, because they have been reported
more robust and more responsive to oriented features [9] than steer-
able �lters.

The real Gabor �lter kernel oriented at angle� = � �= 2 is de-
�ned as:
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where the parameters� x , � y andf are decided from the following
rules: Let� be the full-width at half-maximum of the Gaussian term
alongx axis. Then,� x = �=2:3, andf = 1 =� . The value of� y

is de�ned as� y = l� x , wherel denotes the elongation of the �lter
alongy axis. In current implementation, we empirically set� = 5
andl = 5 .

The kernels at other angles can be obtained by rotating (2) over
the range[� �= 2; �= 2]. In our experiment, we used a �lter bank of
Gabor �lters, gk (x; y ); k = 0 ; 1; � � � ; 15, oriented at the angles of
� k = � �= 2 + �k= 16. If the a imageI (x; y ) is processed, the �l-
tered images becomeWk (x; y ) = ( I � gk )( x; y ), where the asterisk
operator denotes linear convolution.

Due to the huge dimension of mammograms, it's not necessary
to detect feature points over the entire breast region. Instead, we
constrain the selection done only on certain points, which are de-
cided byCanny Edge Detectiontechnique. Since many overlapping
structures exist in mammogram images, the local estimation of fea-
ture orientations is not reliable. To this end, we propose that the
responseSk (x; y ) at pixel(x; y ) to thekth Gabor �lter is measured
as the average of neighboring responses, and de�ned by:

Sk (x; y ) =
1

jN j

X

i 2 N

jWk (x i ; yi )j
2 (3)



whereN represents a5 � 5 neighborhood. LetSk 1 > S k 2 > S k 3

be the �rst three largest magnitude of responses in descending order
at position(x; y ), and the corresponding angles are
 1(x; y ) = � k 1 ,

 2(x; y ) = � k 2 and
 3(x; y ) = � k 3 . To �nd the bifurcate structures
among all candidate points, we check for the following condition:


 1 � 
 2


 2 � 
 3
< 0:1

If it's satis�ed at a certain point(x; y ), we consider there exists a
bifurcate structure.

Let P andQ be the set of the junction points detected on both
mammogram images. The correspondence between betweenP and
Q can be established as follows:

1. Let both mammogram images denoted byI 0 andI 1 . We es-
timate two approximate transformationsT andT � 1 between
them, whereT mappers fromI 0 to I 1 , while T � 1 is its in-
verse. Note that these mappings can be easily constructed us-
ing thin-plate spline approximation, using the boundary cor-
respondences that have been established in section (3).

2. If eitherP or Q is empty, stop.

3. Pickp as the point with the maximum value ofSk 1 from P.
Denote its principal and secondary orientation by
 1(p) and

 2(p), respectively. Thus the actual angle between them is
calculated as:

� (p) =
�


 2 � 
 1 : 
 2 � 
 1 > 0

 2 � 
 1 + � : otherwise

To improve the robustness of our algorithm, we also compare
the nearby intensities of the feature points for best matching.
To this end, an additional image regionL (p) centered atp
with size of 30 � 30 is selected, then after cancellation of
shearing and rotation effects, its normalization formR(p) is
written byI 0(A (L � p) + p), where

A =
�

cos
 1 � cos
 1=tan � � sin 
 1

sin 
 1 � sin 
 1=tan � + cos 
 1

�

4. Let p0 = T(p) be the estimated transformed point ofp in
I 1 . We search inQ for candidate feature pointq, such that:
1) jp0 � qj < r 1 ; 2) the smallest angle between
 1(p) and

 1(q) is less than�= 4; 3) j� (p) � � (q)j < �= 4. r 1 is the
maximum distance between each pair of feature point, which
is set to20 in our experiment. If we can't �nd any candidate
in Q, then removep from P and jump to 2; otherwise, we
select the best one,�q , whose normalized local imageR(�q )
shares the maximum mutual information withR(p).

5. To avoid condensed feature points, which may introduce large
distortion in the recovered transformation, those points inP
with distances top less thanr 2 are removed; Likewise, the
neighboring points toq are also dropped inQ. r 2 is the
threshold that decides the minimum distance among features
points.

6. SwapI 0 andI 1 , P andQ, T andT � 1 , then go to 2.

Fig.3 shows a pair of bilateral mammograms, in which the anisotropic
features are extracted using our approach.

(a) (b)

Fig. 3. (a)(b) show40 pairs of anisotropic features extracted in the
left and right mammograms, respectively.

5. RECOVERING TRANSFORMATION ACCORDING TO
ANISOTROPIC FEATURES

Each of the feature point extracted above is associated with an ori-
entation that is the principal direction of
 1 . Therefore, for better
registration result, it's more appropriate to align the orientations of
the landmarks in addition to the matching of positions[5].

We denotep i and q i the corresponding landmarks inI 0 and
I 1 . Their orientations are represented by two unit vectord i andei ,
which points to either
 1 or 
 1 � � . Then the transformationu
betweenI 0 andI 1 can be recovered by solving the following con-
strained optimization problem:

E (u) = M (I 0 ; I 1 ; u) + � 1

nX

i =1

det
�
�
� (r uT (p i ))

T d i ; ei

�
�
� (4)

Whereu denotes the transformation to be recovered. The �rst term
M is designed to match the intensity information between two im-
ages as much as possible. The criteria,summed squared differ-
ences(SSD), is currently incorporated in our current implementation.
It is obvious that other metrics, for example, mutual information and
correlation, are also possible here. The second term is the penalty for
the misalignment between the orientations of corresponding land-
marks. Note that(r uT (p i )) T d i is the rotated vector ofd i after the
transformation, which is required to be collinear withei to register
anisotropic information.

Note that there is no regularization term included in equation
(4). This is because we discretize the transformation �eld by using
cubicB -spline representation, which already has an inherent nature
for regularization. To achieve better registration result, we intro-
duce several pseudo landmarks at the image corners and boundaries
to avoid unnecessary image �oating. In the optimization of equa-
tion (4), all of the positional correspondences are treated as hard
constraints, which further ensure the correct matching between the
orientations associated with landmarks.

6. RESULTS

Our registration framework is demonstrated by matching mammo-
grams from the MIAS digital mammogram database. Three bilat-
eral pairs of left and right images are selected and demonstrated in
Fig.4, representing fatty-glandular tissues (MIAS 015/016), dense-
glandular tissues (MIAS 35/36) and fatty tissues (MIAS 75/76) re-
spectively. The right mammogram is registered to the left one in each
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Fig. 4. (a)-(f) represent MIAS15/16(fatty-glandular), MIAS35/36(dense-glandular) and MIAS75/76(fatty) pairs, respectively. (g)(i)(k)show
the pre-registration error. (h)(j)(l) demonstrate the post-registration error. The asymmetry structure (highlighted with the blue circle) in (l) is
more distinguishable from the surrounding pixels than that in pre-registration error map of (k).

case. The effectiveness of the registration process can be evaluated
using comparative measures such as image-subtraction. By com-
paring pre- and post-registration errors, we found that much of the
misregistration in the pre-registration difference image occurs along
the periphery of the breast. After the breast boundary points aligned
using technique proposed in this paper, most of the peripheral dif-
ferences can be removed from the subtraction image. In addition,
the matching of texture-based anisotropic features selected from the
interior of the breast region also helps to further improve the regis-
tration result.

7. CONCLUSION

In this paper, we presented an automatic imaging framework to reg-
ister corresponding mammograms with little human intervention. It
combines a robust contour-matching algorithm for the matching of
breast boundaries, and a novel feature-matching technique, which
unwarps corresponding mammograms according to the texture-based
anisotropic features automatically selected from the breast region.
The experimental results also indicate that the proposed approach
can provide useful information for better detection of breast abnor-
malities. In future, we will test our registration method on real clini-
cal data for further evaluation of its robustness and ef�cacy.
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